How Aggregation Benefits Differentiate Peering Exchanges from Transit Exchanges by Counterexample

Aggregation benefits are increases in efficiency gained by the gathering of similar traffic together into a single shared medium.  Complementary benefits are increases in efficiency gained by the gathering of dissimilar traffic together into a single shared medium.  Whenever traffic is gathered together into a single shared medium, the risk associated with one’s potential inability to pass that traffic is also concentrated, while a distribution of that same traffic across multiple media distributes the risk.  The compensatory benefit of gathering traffic together is an increase in efficiency; that is, an increase in the ratio of revenue from passing the traffic to cost of the medium across which it travels.

To give a concrete example, a leased-line ISP has four customers: two business offices, a high school, and a smaller dial-up Internet Access Provider which in turn has teenaged computer-game players as customers.  Each of these customers uses one megabit of bandwidth at peak, and none at trough.  In this ISP’s world, a circuit which can carry one megabit of bandwidth costs $1000/month, while a circuit which can carry two megabits of bandwidth costs $1500/month.  The two business offices have identical diurnal cycles, using peak bandwidth from approximately 9am to 6pm, and trough bandwidth from 6pm to 9am.  The high school uses peak bandwidth from 8am to 3pm, and trough bandwidth from 3pm to 8am.  The dial-up IAP uses peak bandwidth from 4pm to 2am.  If we’re able to gather these customers together in pairs, peak utilization for each pair looks like this:
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Since we need to provide service to all four customers, we can thus have the following combinations of pairs:

              

Bandwidth
Circuit cost
Total cost

IAP & School

1

$1000

Office & Office
2

$1500

$2500

or

IAP & Office

2

$1500



School & Office
2

$1500

$3000

Or we can service the customers using three circuits:

IAP & School

1

$1000

Office


1

$1000

Office


1

$1000

$3000

or

IAP


1

$1000

School


1

$1000
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$3500

Or we can service all four customers individually:
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There’s a clear dollar-cost win in performing aggregation of both similar and complementary bandwidth.  However the concentration of risk also creates expense, since failures drive costs like monitoring, sparing, service contracts, unscheduled labor, and customer retention.  These two interests, the drive to perform efficient aggregation and the drive to reduce risk through redundancy, are in conflict, and must be balanced.

There are also traffic and routing interests in favor of aggregation and deaggregation.  When a number of small circuits are used to carry different flows, the peak throughput of any one flow is limited by the capacity of the circuit it’s carried within.
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By contrast, if the flows are aggregated into one large circuit of capacity equal to the three small ones, the amount of time needed to complete any one file is minimized:
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This has the beneficial effect of increasing the apparent speed of the connection as perceived by the user.  This affect is limited to some degree by the fact that flows do not each begin as a different one concludes, so real-world utilization of circuits as congested as those in this example would tend to look more like this:
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The aggregation and complementary distribution of risk is of equal importance, since just as the correct balancing of bandwidth optimizes costs, the correct balancing of risk optimizes revenue.  Since Murphy’s Law and operational experience tell us that all risks, no matter how unlikely, will come to pass eventually, we must take risks to be a balance of frequency versus cost, rather than likelihood versus cost.

If we reexamine the model above, with the added factor of revenue, and say that the school and the IAP are each paying $1500/month, while the two business customers are paying $2000/month, and half of all of that is consumed by non-circuit-related overhead, we can see that the maximum profit which can be extracted from the business would be $1000/month.  That is, $7000 total, divided in half for overhead, less $2500 minimum circuit cost.  However, when circuits fail and bandwidth is lost, we lose customers to our competitors.  In order to protect ourselves against this, we need to be able to provide a minimum of three megabits during the daytime, and one megabit during the nighttime, even after the failure of one circuit.  Thus if we selected the cost-optimized solution, daytime failure of the two-megabit circuit will reduce us to one megabit of remaining bandwidth, only enough to service one of three customers, a minimum loss of $3500 of revenue.  By not aggregating the business customers’ traffic and running three one-megabit circuits, we can preserve two megabits during a circuit failure, losing us only a single $1500 customer.  By spreading customer traffic across four one-megabit circuits and performing no aggregation whatsoever, we can reduce the risk to zero.  Redundancy of this sort, in which one additional circuit exists equal to the size of the largest existing circuit, is referred to as “n+1” redundancy, and is very common.


Bandwidth
Cost
Total
Revenue
Profit
Risk
After

IAP & School
1
$1000

Office & Office
2
$1500
$2500
$7000
$1000
$3500
–$2500

IAP & School
1
$1000

Office
1
$1000

Office
1
$1000
$3000
$7000
$500
$1500
–$1000

IAP
1
$1000

School
1
$1000

Office A
1
$1000

Office B
1
$1000
$4000
$7000
–$500
$0
–$500

In the table above, we can see the tradeoff which exists between cost (and profitability) and the amount of risk undertaken.  The risk in turn indicates the degree of reduced profitability subsequent to an outage event.

Since we know that a worst-case outage will occur, none of the risk situations are acceptable, yet the alternative, n+1 redundancy in the form of four one-megabit circuits, still doesn’t give us profitability.  This demonstrates the problem with n+1 redundancy, which is that for small values of n, it is infeasibly expensive.  If we double or quadruple the scale of this same operation while changing no other variables, we can see that n+1 redundancy can be combined with circuit aggregation to yield profitability at low risk:


Bandwidth
Cost
Revenue
Overhead
Profit
Risk
After

2xIAP & 2xSchool
2
$1500
$6000

Office & Office
2
$1500
$4000

Office & Office
2
$1500
$4000

Redundant circuit
2
$1500
$0

Totals
8
$6000
$14000
$7000
$1000
$0
$1000

2xIAP & 2xSchool
2
$1500
$6000

2xIAP & 2xSchool
2
$1500
$6000

Office & Office
2
$1500
$4000

Office & Office
2
$1500
$4000

Office & Office
2
$1500
$4000

Office & Office
2
$1500
$4000

Redundant circuit
2
$1500
$0

Totals
14
$10500
$28000
$14000
$3500
$0
$3500

If we apply the same concept of n+1 redundancy to the routing of IP traffic (layer 3 on the protocol stack), in addition to circuits (layers 1 and 2 on the protocol stack), we need a minimum of two routes to any destination, and our means of getting to them cannot share the same underlying (layer 1 and 2) points of failure.  ISPs receive routes to destinations on the Internet from other ISPs and NSPs.  By purchasing transit from an NSP, an ISP can receive one route to each destination on the Internet, at the time of this writing about 100,000.  By peering with another ISP, an ISP can receive one route to each destination serviced by that other ISP, typically anywhere from one to a few thousand.  Applying n+1 redundancy, we can see that to have two routes to every destination on the Internet, we must either peer with every ISP in the world at least twice, peer with every ISP in the world at least once and additionally buy transit from one NSP, or buy transit from two NSPs.

Since purchasing transit from an NSP is more expensive than peering, it’s preferable to peer wherever possible.  However, many ISPs are small; most have a limited geographic region in which they peer, and some do not peer at all.  Since it’s thus impossible to peer with some, and expensive to backhaul to another ISP’s region if one has no other reason to be there than to peer with them, purchasing transit is a practical necessity.  If we peer with some, but not all, other ISPs, we have one or more routes to some destinations, and zero routes to others.  By adding transit purchased from one NSP, we can change this to two or more routes to some destinations, and one route to others.  This does not, however, meet our n+1 criterion of at least two routes to every destination.  Thus we must purchase transit from at least two NSPs. 

In order to achieve as beneficial a mix of costs-of-delivery as possible, we need to utilize peering wherever possible, and resort to transit only for traffic to destinations for which we haven’t learned a route through peering, but we need sufficient capacity in each of the two transit-providing NSPs to accommodate all non-peering traffic at some minimally-acceptable level during an outage of the other NSP.  Likewise, we need sufficient capacity to the two NSPs taken together to accommodate all traffic during an outage of the underlying circuit to a peering point.

Putting this all back together, we see that we cannot aggregate traffic to our two NSPs across the same underlying circuit, since that would destroy the redundancy which they would otherwise provide.  That is, we cannot have a situation in which we believe we’re purchasing redundancy (at a premium, of course) at layer 3, only to undermine it by trying to achieve an aggregation benefit at layers 1 and 2 by combining the layer 3 traffic onto a single circuit.  Nonetheless, we only need n+1 redundancy, not n+2, so we can perform some aggregation.  Let’s say that we have 100 units of traffic flow rate, evenly distributed among the 100,000 destinations of the Internet.  We also have available to us cost-based load-balancing algorithms which will allow us to select the least expensive route (peering) to any destination, or balance evenly between equal-cost (multiple transit) routes.  If we participate in one peering point which is within our geographic region, and peer with a number of other ISPs there who collectively give us routes to 30,000 destinations, our cost-based load-balancing algorithm will select the peering point for a flow-rate of 30 units of traffic.  This leaves a balance of 70 units, which will be evenly divided between our two transit-providing NSPs at 35 each.  When our connection to the peering point fails, we will send 50 units of traffic to each NSP, and when our connection to one of the NSPs fails, we will send 70 units of traffic to the remaining NSP.  Thus we never need an underlying circuit of more than 30 units capacity to the peering point, but we need underlying circuits of 70 units capacity to each of the two NSPs, in order to accommodate our customer’s traffic volume.  This means that we have a total of 170 units of capacity to serve an actual need of 100 units.  This is the problem of n+1 with small values of n.  If we increase the number of NSPs to three, we reduce the ratio from 1.7:1 to 1.35:1.  If we increase the number of NSPs to four, we reduce it still further to 1.23:1.  However, each time we increase the number of NSPs, we reduce aggregation benefits and pay more for underlying circuits to reach them.

Another reason for using multiple NSPs is that different NSPs have different routes to each destination.  That is, one NSP may have a shorter or qualitatively better route to a destination than another NSP.  Taken in aggregate, a large number of qualitatively better routes makes for a qualitatively better NSP.  Logic dictates that the selection of which NSPs one uses be governed by the aggregate quality of all of the routes offered by each specific NSP.  Even among those which offer very good routes, there will be individual differences, and this is beneficial, since those differences are complementary.  Our load-balancing route-selection algorithm can examine the quality of the route offered by each of multiple NSPs when deciding which NSP to send any traffic to.  Thus each time a new NSP is added to the list of those available, a certain number of previously-best routes are superceded by newly-available better routes through the new NSP, increasing the average quality available via the whole set of NSPs.

Since peering routes are not only less expensive, but are also learned directly from the ISP which serves the destination, they’re generally always preferred via a qualitative selection algorithm, as well as cost-based ones, over routes purchased from NSPs.  On the other hand, since they’re always one of three or more available routes to any destination, they can always be lost to a circuit outage with little or no appreciable effect, other than on cost.  Since the cost difference is that of the difference in per-packet delivery cost over the long-term, and even the worst outages are unlikely to occlude a route for more than a few percent of the time, in the long term, the difference between a very reliable connection to a peering point and a very unreliable one is worth very nearly nothing.  That is, since peering is a cost efficiency, rather than a reliability measure, paying extra to also make it reliable is money entirely wasted.  Since it’s a cost efficiency, peering should always be optimized for lowest cost.  This points out the fact that layer 3 peering should always be aggregated together onto as small a number of very large layer 2 circuits as possible.

------

More differences between transit and peering exchanges

Transit exchanges just need three or more participants to work, not as many as possible.

If it makes the exchange more reliable to not extend the switch fabric, then the switch fabric shouldn’t be extended.

Thus it’s also okay to have more than one in a region, as that creates the possibility of redundancy.

“As cheap as possible” is no longer the goal.  Price is governed as a function of the difference in cost between market price of transit at the exchange plus the customer’s backhaul, versus the cost of transit delivered to the customer’s prem.

